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THE LHC

Note: most slides from today lecture are taken from seminars and conference
presentation by others. In particular: F. Zimmerman, M. Lamont,...
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short LHC history

1983 LEP Note 440 - S. Myers and W. Schnell propose
twin-ring pp collider in LEP tunnel with 9-T dipoles
1991 CERN Council: LHC approval in principle

1992 Eol, Lol of experiments
CERN LIBRAR

1993 SSC fgyrination MM m WWW
1994 €ERN Council: LHC appioyaf,:it LEP Note 440
1995-98 cooperation w.Japan,India,Russia,Ca?f%\'1 53,&US
2000 LE‘P—I&W pEIPéW ESTIMATES FOR A LEP PROTON COLLIDER
2006 last s.c. dipole delivared v. scnerr
2008 first beam
2010 first collisions at 3.5 TeV beam energy

2015 collisions at ~design energy

we are already late if we want >30 years!
to get a new machine by ~2040!

]




A complex enterprlse

* Beyond the particle physics
challenges associated with
the construction of the
detectors and the analysis
of the data, building and
operating the LHC machine
was also an immense
challenge involving a large
number of skills.

* Such machine usually takes
several years to reach its
full potential and the
engineers running it
improve its performance all

the time.

References: http://Ihc.web.cern.ch/lhc/LHC-
DesignReport.html and

« The LHC Machine, Lyndon Evans and Philip
Bryant 2008 JINST 3 S08001 do0i:10.1088/1748-
0221/3/08/S08001»
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http://lhc.web.cern.ch/lhc/LHC-DesignReport.html
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The injection chain

e Particles can not directly be produced and accelerated
in the LHC, several preliminary steps are necessary.

* Let’s follow a proton from the source to the collisions...

LHC

>

Pbp .@
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* Particles are extracted by ionisation of hydrogen as in a
device called “Duoplasmotron Proton lon source”
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Linac

Evacuated Metal Cylinder

lon
Source

Electric Fields in Cavity

@ © AccSys Technology, Inc.

» After the source the protons are
accelerated in a linac.

* Asthe protons gain speed they travel
longer distance in a RF cycle and
therefore the length of the tubes
must be increased.

* At the end of the Linac the protons
reach an energy of 50 MeV.

Nicolas Delerue, LAL (CNRS) Zoom on the LHC







Pre-acceleration rings

At 50 MeV the energy of the protons is too low
to be injected in the LHC.

e Several intermediate rings are necessary to bring LHC
their energy to the LHC injection energy.

* To save space the first of these rings, the PS
booster is made of 4 rings stacked on to each
other!

e All these rings use pulsed magnets which allow
to change the beam configuration very quickly.

* The PS was built in 1959, the PSB in 1972 and
the SPS in 1976.

(o}
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Why pre-acceleration rings?

In a synchrotron the strength of the magnets must be increased
when the energy of the particles is increased.

It is cheaper to have magnets (and power supplies) with a limited
dynamic range.

As the energy of the beam increases its emittance (and therefore its

size) decreases.
Early accelerators in the acceleration chain must have a wide
aperture whereas the LHC has a small aperture (a bunch from the

Linac would not fit in the LHC).

Updated: 02:28:04
4000

Nit

-3500
-3000
-2300
-2000

1500
-1000
200

Energy (Ge\V)

I I 1 1 I
01:15 01:30 01:45 02:00 02:15




Protons bunch splitting

 Another purpose of the PS is to adapt the bunch structure from the
Linac to the requirements of the LHC.

 The RF of the PS is used to split 8 proton bunches into 84 bunches!

1. Inject four bunches

0 0 0 0
Inject 4 bunches /\ i\ A
:U h=7 e 2/ Eject 48 bunches t[) . Wait 1.2 s for second injection
3=~ 2. Inject two bunches

0 0
[\ [\ [\

V000
|
025 05 075 1 125 15 175 002 004 006 008 0.1 0.12 2.Double Split (1142 Y h84)

Time [us] Time [us]
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The LHC itself




LIS LA VWY R

The LHC

Circumference:
26659m

Injection energy:
450 GeV

9300 magnets

(1232 dipoles, 858
quadrupoles,...)

Power consumption:
180MW

Nicolas Delerue, LAL (CNRS) T rag—



LHC: highest energy pp, AA, and pA collider

design parameters

c.m. energy = 14 TeV (p)

luminosity =1034 cm-2s-"

1.15x10" p/bunch
2808 bunches/beam

Cleaning

360 MJ/beam

Octant 3/

ve=3.75 um

(LHC-B) B™=0.95m
? 0.=285 urad
6,=7.55 cm

5*=16.6um



integrated pp luminosity 2010-12
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Steve Myers, CMAC

reliable luminosity forecasts
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peak performance through the years

0 L_zoiz_ [ on

bunch spacing [ns]

no. of bunches

beta®* [m]
ATLAS and CMS

max. bunch
intensity
[protons/bunch]

normalized
emittance [mm-
mrad]

peak luminosity
[cm—2s1]

368 1380 1380
3.5 1.0 0.6
1.2x 10 1.45x10't 1.7x10%
~2.0 ~2.4 ~2.5

2.1x10®2  3.7x10%

>2x design when scaled to 7 TeV!

M. Lamont, IPAC’13



Quizz

e Suggest reasons to explain the limitations of
the parameters in the table.

bunch spacing [ns]

no. of bunches 368 1380 1380
beta* [m]
ATLAS and CMS - -0 >
proonsoungn] | 12X10%1asac 1708
normalized emittance ~2 0 ~) 4 ~2.5
[mm-mrad]

. . De-
peak luminosity [cm™s 2.1 x 102 3.7 x 1033 7.7 x 1033

']

Nicolas Delerue, LAL (CNRS) Zoom on the LHC 18



Answer

* Bunch spacing: if the bunches are too close
they affect each other with their wake.

e Beta: if the bunches are too small, internal
effects (space charge, IBS,...) can destroy the

bunches...

* |Intensity: It is difficu
a bunch. Losses all a
must be well control

t to accumulate charge in

ong the injection chain
ed.
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Mean number of interactions per crossing



LHCb

LHC Pagel Fill: 2178 E: 3500 GeV
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Comments 03-10-2011 01:37:51 : BIS status and SMP flags
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M. Lamont, IPAC’13

03-10-2011 01:38:33

PROTON PHYSICS: STABLE BEAMS

luminosity levelling at
around 4e32 cm=s! via
transverse separation
(with a tilted crossing
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"p
West are

CERN accelerators

S De Maon 160672003

a7

C injector compt

SPS: 26 to 450 GeV

A

PSB: 50 MeV
to 1.4 GeV

123

PS:1.4 to 26 GeV

- POROEONS Not 10 sodie X

M. Lamont



Pb-Pb
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* good performance from the injectors - bunch intensity and emittance

e preparation, Lorentz’ law: impressively quick switch from protons to ions

e peak luminosity around 5 x 102 cm2st at 3.5Z TeV (2011) — nearly twice
design when scaled to 6.5Z TeV

M. Lamont, IPAC"13



proton-lead

e beautiful result in early 2013
 final integrated luminosity above experiments’ request of 30 nb-!

* injectors: average number of ions per bunch was ~1.4x108 at start
of stable beams, i.e. around twice the nominal intensity

b-test@770_[END] EmER)
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-
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Monitor V.

Monitor V.

beam orbits at top energy with RF frequencies locked to Beam 1

M. Lamont, IPAC"23



operational cycle

Beam dump

Energy [Gev]

<

Ramp down/precycle

AOQ6
SUUU

3000 -

2000 A

Injection

22222}

Ramp

Squeeze Stable beams
ﬁ >
Collide

Ramp down 35 mins
Injection ~30 mins
Ramp 12 mins
Squeeze 15 mins
Collide 5 mins
Stable beams 0-30 hours

-3000 -2000

o
U

0

Time [s]

1000

2000 3000

turn around 2 to 3 hours on a good day

M. Lamont, IPAC"13




availability

* “There are a lot of things that can go wrong — it’s always a battle”
* Pretty good availability considering the complexity and principles of operation

2012 Proton Run Efficiency
27.6%

B Access I Ramp
£ SetUp [ Squeeze
B Injection @ Physics

13.8%

15.0%

2.1%

5.0%

36.5%

SB Time: 73.2 days Total Time: 200.5 days

BCT | AIE- Iogbook Faults

EN-Services

Seviees ............ e
ATLAS B o Total Fault Duration. =-26.63 %

ALICE B8 ~Total Fault Duration = 66.9 days
Fault from Tl Major Events=8.2 days

EN-CV
Controls
BLM
Access
PSB No Beam
Beam Dump
Collimation
EN-EL
Vacuum
PS No Beam
Injection
Power Converters
QPS
RF
Miscellaneous
SPS No Beam
Cryo
0 50 100 150 200 250 300 350

Fault Down Time (hrs)

CMS oo | G- Faults with Parent I Major Event |

Fault Occurrence

Cryogenics availability in 2012: 93.7%

26
M. Lamont, IPAC’13




some issues in 2011-12 operation

Radiation to electronics

e concerted program of
mitigation measures
(shielding, relocation...)

UFOs
e 20 dumpsin 2012
time scale 50-200 ps

Beam induced heating
* Local non-conformities
(design, installation)

* injection

protection * worry about 6.5 TeV e premature dump rate
devices and 25 ns spacing down from
* sync. Light 12/fb1in 2011

mirrors to 3/fb1in 2012
* vacuum

assemblies

| Bo (mw] | s (e (CEe)

rc UFOs/hour during stable beams.

Number of a

400 h.ours ===Run 2011
Downtime
===Run 2012

===After LS1
(Target)
+— Expected Number of Dumps by Arc UFOs
Expected Number of Dumps by MKI UFOs
~ - ~Signal/Threshold factor

arc UFOs at 7 TeV:

4x peak energy deposition
5x less quench margin

— 20x signal/threshold

> 100 beam dumps?

w
]

SEE Induced LHC Dumps

g fof

=
1

P = ‘ Annual Cummulated Luminosity
1000 2000 3000 4000
Flat top energy [GeV]



another issue in 2011-12 operation

Electron cloud

* beam induced multipactoring process, depending on secondary emission yield
* LHC strategy based on surface conditioning (scrubbing runs)
* worry about 25 ns (more conditioning needed) and 6.5 TeV (photoelectrons)

25-ns scrubbing in 2011 — decrease of SEY

24-25/10

6max,init

UNBAKED COPPER

)

max,final

$ECONDARY [HLECTRON YIELD

ENERGY(eV)

Figure 12: Variation of the S.E.Y. of copper : G. |adar0|a, G. Rumolo

with the incident electron dose S | | | L

10 20 30 40
Time [h]
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Electron cloud effect

Radiation from a bunch can
extract electrons (and ions)
from the beam pipe and from
residual gas in the vacuum.

These electrons fall back and
get re-absorbed with a certain
time constant.

However if the bunch
frequency is too high these
electrons (and ions) will
accumulate in the beam pipe
and shield the beam from the
magnetic elements.

Special coatings, beam pipe
geometries and bunch
repetition patterns can mitigate
this problem to some extent.

This is one of the main
limitations to increasing the

Bunch

Photons

° Electrons

* o N

Zoom on th

Electrons ® e ©® .

- Bunch

M agnet -

Electrons




2008 “incident”

A faulty bus-bar (SC splice) in a magnet This burnt through beam vacuum and

interconnect failed, leading to an electric arc cryogenic lines, rapidly releasing ~2 tons of
which dissipated some 275 MJ liquid helium into the vacuum enclosure

R. Veness
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The main 2013-14 LHC consolidations

1695 Openings and Complete reconstruc- Consolidation of the Installation of 5000 300 000 electrical 10170 orbital welding
final reclosures of tion of 1500 of these 10170 13kA splices, consolidated electrical resistance measure- of stainless steel lines
the interconnections splices installing 27 000 shunts insulation systems ments

£

y . N

7 P2

N

N e

18 000 electrical Qual- 10170 leak tightness tests 4 quadrupole magnets 15 dipole magnets to be Installation of 612 pres- Consolidation of the
ity Assurance tests to be replaced replaced sure relief devices to 13 kA circuits in the 16
bring the total to 1344 main electrical feed-

boxes



2015 — post LS1

energy: 6.5 TeV (magnet retraining)

BCMS = Batch Compression

bunCh Spacing: 25 ns and Merging and Splitting

— pile-up considerations

injectors potentially able to offer
nominal intensity with even lower

emittance
Number b Emit Peak Lumi Int. Lumi
of LHC LHC [ea -zu_;r]n per year
bunches | FT[le11] | [um] CHES [fb1]
2o2Ns 5550 145 19  1.7e34 52 ~45
low emit

expected maximum luminosity
from inner triplet heat load
(collisions debris) 1.7x10 34 cm2s1£20%



Linac4 (160 MeV H instead of 50-MeV p)

358.2 MHz

Linac4 could double the beam brightness injected into the booster,
but there may be other bottlenecks downstream (e.g. PS injection)



HL-LHC — modifications
IR upgrade —
(DB

(detectors, low-f .
ab cavities,
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dipoles,"etcf N
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(HL-)LHC Time Line

interconnects to 1000.0
overcome energy
limitation (LHC

incident of Sept. \\)

18

'v.-radiation 5
damage

Integrated

2008) and R2E o 14 | Shut down
= to overcome
£ »| beam
& o i i
Z 2 intensity
£ Halving time 2| limitation
£ 100 : E .
= = | (Injectors,
= 8 ..
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— _
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two reasons for HL-LHC: performance & consolidation



in LHC: 1.2 km of new equipment ...

Low B (pp)
High Luminosity

’

6.5 kW@4.5K
cryoplant

2 x 18 kW @4.5K
cryoplants for IRs

Octant 3 '.".




HL-LHC Official Beam Parameters

Parameter

N

Ny

beam current [A]
x-ing angle [urad]
beam separation

[c]

p* [m]

&y [um]

g [eVs]

energy spread

bunch length [m]
IBS horizontal [h]
IBS longitudinal [h]
Piwinski parameter
geom. reduction
beam-beam / IP
Peak Luminosity
Virtual Luminosity

nominal
1.15E+11

2808
0.58

300

10
0.55
3.75
2 Sl

1.20E-04

7.50E-02
106

60

0.68
0.83
3.10E-03
RLS+

Events / crossing (peak & leveled

1.2 1ii4

2.2E+11
2808
1.12

590

12.5
0.15
2.5
245

1.20E-04

7.50E-02
20.0
15.8

3.1
0.35
3.9E-03
7.4 1034
21 1034
210

3.5E+11
1404
0.89

590

11.4
0.15
3.0
2.5

1.20E-04

7.50E-02
20.7
13.2

2.9

0.33
5.0E-03
8.5 1034
26 1034
475

6.2 10 and 4.9 1014
p/beam

(Leveled to 5 1034 cm=2 s1
and 2.5 1034 cm2 s1)

140 140



luminosity leveling at the HL-LHC

example: maximum pile up 140

L [1034 Cm'zs'l] (Gine~85 mbarn)
20
\ no leveling w peak 2x10°> cm=~s!
LSy |
10 .
-‘ leveling at 5x10°* cm™s!-
S

- nominal

2 4 6 8 10 12 14 ¢[h]



luminosity leveling at the HL-LHC

example: maximum pile up 140

L[10%* cm™s!]

Mt |
Al et S N
10 \ | \ | \ 1\

leveling atl \ I \ I

o r— l MO%C;;FS-I \ I f A']i average no level
average level
o I__l 1l _

...............




luminosity & integrated luminosity
during 30 h at the HL-LHC

example: maximum pile up 140

6.
L[10% cm2s!]
5
4
3 |
4 fb! per day,
2 | with 40% of
efficiency
| ~250 fb! /year

......................

5 10 15 20 25 30 t[h]



final goal : 3000 fb™* by 2030’s...

& LHC IntL (fbA-1)  MHL-LHC IntL (fbA-1)

¢*®

2010 2015 2020 2025 2030 2035

43



HL LHC

NEW TECHNOLOGIES FOR THE HIGH-LUMINOSITY LHC

CIVIL ENGINEERING “CRAB” CAVITIES
2 new 300-metre service 16 superconducting “crab” cavities for
tunnels and 2 shafts near the ATLAS and CMS experiments to
ATLAS and CMS. tilt the beams before collisions.

v
W0 TUNNE

FOCUSING MAGNETS
12 more powerful quadrupole magnets
for the ATLAS and CMS experiments,
designed to provide the final focusing
of the beams before collisions.

SUPERCONDUCTING LINKS COLLIMATORS CRYSTAL COLLIMATORS
Electrical transmission lines based on a high- 15 to 20 additional collimators and New crystal collimators in the
temperature superconductor to carry the very replacement of 60 collimators with IR7 cleaning insertion to improve

high DC currents to the magnets from the improved performance to reinforce cleaning efficiency during
powering systems installed in the new service machine protection. operation with ion beams.

. tunnels near ATLAS and CMS.
Nicolas |

CERN February 2024
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some HL-LHC ingredients

new final quadrupoles

* Nb;Sn instead of Nb-Ti

* larger aperture
allowing smaller B*

208 T/m@4.6 K, 210 T/m@1.9 K

15000
14500
14000 ° o
13500
13000
12500
12000
11500

* |
uench  ®1529_al0 17b8_b7
11000 June 2013:/10,7(1 *16b10_al0 W20b6 b8
segmel
o

i

|

i

1
a5k il‘?b’.

10500 nt 42009 alo 20a10 29
10000
0 2 4 6 8 10 12

HQO02a (120 mm, 1.5 m long):
150 T/m@4.6 K, 170 T/m@1.9 K

Goal: 150 mm ap, 140 T/m

11-T dipoles for dispersion

suppressors

* Nb;Sn instead of Nb-Ti

* provide space for extra
collimators catching off
-energy protons or ions
at ALICE, collimator
sections, ATLAS & CMS

13000

BT 4.5K| 1.9K

12000 +————————— 4‘— - —&mé-(.&—
S

11000
10000

|
1.9K| 4.5K
| @ MBHSPO1

Quench current (A)
(o]
8
o

& MBHSPO2

20 30 40 50
Quench number

1-m model tested in April 2014,
B,,m=11T achieved!

Next: 2-m single bore, then 2-in-1

SC link D)

*  move radiation

sensitive power
converters away from
machine

* first prototype, 20 m
— 20 kA, under test at
CERN!

e also of interest for
electrical power
distribution

tests of novel MgB,
and HTS (YBCO and
BSCCO) cables



)

¢:) LHC/HL-LHC Plan

HiLuM

LARGE HADRON COLLIDER

LHC HL-LHC

13 7oy DR 13.6 TeV 13.6- 14 TeV
e

energy
Diodes Consolidation

splice consolidation cryolimit LIU Installation .
7 TeV 8 TeV button collimators interaction . inner triplet , HL LH(_:
— R2E project regions Civil Eng. P1-P5 pilot beam radiation limit installation

2011 2012 2014 2016 2018 2019 2020 2022 2023 2024 2025 2026 2027 2028 2029 IIIIIII

5 to 7.5 x nominal Lumi

ATLAS - CMS
experiment upgrade phase 1 ATLAS - CMS
beam pipes —— w ALICE - LHCb | it HL upgrade

I 1
75% nominal Lumi upgrade

m m m integrated

luminosity EEVR{ R
HL-LHC TECHNICAL EQUIPMENT:

DESIGN STUDY & PROTOTYPES / CONSTRUCTION | INSTALLATION & COMM. ||” PHYSICS

HL-LHC CIVIL ENGINEERING:

DEFINITION EXCAVATION BUILDINGS

Nicolas Delerue, LAL (CNRS) Zoom on the LHC 46



HL-LHC optics s

Achromatic Telescopic Squeeze (ATS), «fully proven»
MDs (B* = 15 cm «easy», room for * ~ 10-12 cm)

LHC Upgrade Optics
4.5

& squeeze through
as | thearcs to enhance
.|  effective sextupole
strength;
s tested with beam ]d |
# 2| inLHC MDs of : .

,s | 2011 & 2012

lvmmm u [“1 1'ley

m APrstsata sy | Fivsveny
A '

5000 10000 20000 25000 30000
o=

typical ATS collision optics with IR1 & IR5 squeezed down to =10 cm




schematic of crab crossing

* RF crab cavity deflects head and tail in opposite direction so that
collision is effectively “head on” for luminosity and tune shift

* bunch centroids still cross at an angle (easy separation)

* 15t proposed in 1988, used in operation at KEKB since 2007

until recently plan was to vary crab cavity voltage for leveling, but this would change
size of luminous region & is disliked by experiments (instead leveling by 3* or offset?)



luminosity reduction due to crossing angle
IS more pronounced at smaller 3*

“Piwinski angle”

luminosity reduction factor 1 0 o
R@ = , = - ~
R, V1+6? 20,

nominal
LHC

08 |

N 0./2
crab cavities x\

06 |
eff. beam size:
04 | *eff = Ox IR
HL-LHC °© %%~ ox '™

02t

4 ¢ s 1o O~1/B*



HL-LHC needs compact crab cavmes

only 19 cm beam separation, but long bunches

Final down-selected compact cavity designs for the LHC upgrade: 4-rod
cavity design by Cockcroft |. & JLAB (left), A/4 TEM cavity by BNL (centre),

and double-ridge A/2 TEM cavity by SLAC & ODU (right).

Prototype compact Nb-Ti crab cavities for the LHC 4- rod cavity (Ieft) and
double-ridge cavity (right).



HL-LHC preliminary budget estimate

HL-LHC impr. cons + full performance

EMcons MPcons ®Mperf mPperf
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LHC BEAM INSTRUMENTATION



Beam Profile Monitoring using Wire-Scanners

Particle beam

Control and acquisition
Electronics




Limitation of WireScanners

* Wire Breakage — why?

— Brittle or Plastic failure (error in motor control)

— Melting/Sublimation (main intensity limit)

* Due to energy deposition in wire by proton beam

 Temperature evolution depends on

— Heat capacity, which increases with temperature!

— Cooling

e Radiative
* Conductive

/dT,,,
—
T

e
(=]
T

Y

)
/ Y,
/ : N

* Thermionic
e Sublimation

N
|

e Wire Choice

o
FS

fraction of total T change: choo

o
N
N,

— 33um Carbon
* Good mechanical properties - .
* Sublimates at 3915K B Py

0 . J depusd “‘““":_;_ NVWIN T WO VOUY IV I T TR
1500 2000 2500 3000 T [K]3500

max

— Typical scan lasts 1 ms & total cooling time constant ~10-15 ms
* Cooling during measurement negligible



Synchrotron Light in the LHC

Critical Wavelength, A, [pumn]

Proton Energy [TeV]
_




Synchrotron Light in the LHC

* At LHC |nject|on energy —
— Visible emission from D3 dipole very low
— Short superconducting undulator added
— 2 periods of length 28cm with B field of 5T

._.
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o
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Synchrotron Light in the LHC

 Beam Synchrotron Radiation Telescope
— BSRT located in Point 4 of the LHC

D4 dipole D3 dipole D3 dipole D4 dipole

BSRT extraction \ BSRT extraction
Undulators



Synchrotron Light in the LHC

* Beam Synchrotron Radiation Telescope

=

T —v.t.\_: ey x

s, a~ — o




Image Acquisition in the LHC

* Using a gated intensified camera

The three main compononents of an image intensifier tube Image Phosphor Screen

Microchannel
Plate (MCP)

Intensified
image

Photocathode _

:.. S ..I.
b 4 ve a0l
\ oy v : : . ) 2 .
S8 o e % Multiplied
L 60 %% "a® SrEoe e electrons
- o o % 'Q o .'
v 1 o Yo 9 L M . .-. -
o Vv : 7 E; . ':0‘
. © Photon-generated

PHOTONIS

T %, Existing
DR e ambient light



Image Acquisition in the LHC

Proxitronic gated intensified camera
— Intensifier max trigger rate : 200 Hz (~55 LHC turns)
— Intensifier min gating : 25ns (1 LHC bucket)
Present max acquisition rate is 10Hz

— On paper 10 bunches per second but slower to get statistics

Spectral Sensitivity S [mA/W]

Photocathode response 70 | 2% /'\\2"% T
cameras equipped with N type % 607 ) X
) AV
during Run | > / \\ .
Will be equipped with T type 3 0 R¢
for Run I 820N\ \
10 - \
Overa” System Sensitivity 200 300 400 500 600 700 800 300

wavelength [nm]

— Enough light to see

 single proton pilot bunch (5e9p) on a single turn at injection (450GeV)
e ~20 lon Pb bunches at injection, averaged over 4 turns



Proton Image Example

* Beam
— Single bunch ~1.1ellp @
3.5 TeV
e Acquistion
— Accumulated over 4 turns ™ | T
at, 700 Hzaitie, SEFaiie, ¥21 ~ [ e

0000000




Beam Size Measurement with Synchrotron Light

* Imaging Resolution

Incoherent
field depth




Synchrotron light limitations in the LHC

[ 0 o
correction Working Point

— Difficult to model : | | | |
accurately & simulate

— Therefore experimentally
measured ,knowing the
real beams size

* WireScanner cross

calibration 4TeV

Working Point

)

S
=
e
g
>
wn
©
]
S
©

* Size measured has to be
de-covoluted by a
correction factor to
obtain the real size .

— For LHC correction factor il ont

g 0
is of same order as real
beam size




MACHINE PROTECTION AND
BEAM LOSS MONITORS



THEN LTS .. T TSRS TGS,

1232 NbTi superconductlng dipole magnets — each 15 m long

Magnetlc field of 8.3 T (current of 11.8 kA) @ 1.9 K (super-fluid Helium) \\
IR g =L, D

- Superconducting coil:
quench at~ 1 5mJ/cm3

Factor 9.7 x 10 °
Aperture: r=17/22 mm

/
/.&,'
r ’
LA

Proton beam: 145 MJ
(design: 362 MJ)

|

LHC “Run 1” 2010-2013: No quench with
circulating beam, with stored energies up to
70 times above previous state-of-the-art!




LHC pushes the stored energy from few MdJs to > 100 MJs ]
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Energy (TeV)
Consolidation of all

interconnections
e DESTGI > 6.5 TeV
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.. Energy increase <
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Collimation system

. Primary Secondary Shower Tertiary SC
Cold aperture : collimator collimators absorbers i collimators  Triple

Protection
devices

i
I Py Tertiary beam halo

Secondary beam halo
+ hadronic showers

Circulating beam Cleaning insertion —Arc(s)— i — IP —
’ : lllustrative schem:

Q To be able to absorb the energy of the 7 TeV proton, the LHC requires a multi-
stage collimation system — primary, secondary, tertiary.

+ hadrénic showers

Q The system worked perfectly so far — thanks to excellent beam stabilization
and machine reproducibility — only one full collimation setup / year.

o ~99.99% of the protons that were lost from the beam were intercepted.



Machine protection system

The LHC beams carry the same amount of energy than
a jumbo plane at take-off!

If a beam is sent on the beam pipe accidentally it could
make serious damages!

A complex “machine protection system” is used to
monitor the machine at all time and prevent injection
or dump the beam if a fault is detected.

A system of flags and permits is used to prevent any
situation that might led to significant damages.

( AccCESss \

\_ SYSTEM /
= ([ INJECTION
\_ SYSTEM
(BEAM Loss )
e i : MONITOR
FOWER % QUENCH | | system | /. %
| C(;NVERTER / PROTECT'ON‘ - i COLLIMATION
YST_EM \_ SystTEM ) SYSTEM RF
\ I SYSTEM /
\4 ; i -
POWERING BEAM [ Beam |
INTERLOCK INTERLOCK DumPING
oneime e SYSTEM SYSTEM | SYSTEM |
( CRYOGENICS ‘ -
L i ¥4 \ [ EXPERIMENTS )
? WARM MAGNETS </ 5 ([ Vacuum
INTERLOCK > ControL & SysTem /

— SYSTEM A\ system /T



MPS

Q The LHC beam interlock system (BIS) has 189 inputs from client systems

(including injection).

a Behind each input that can be many individual tests / interlocks.

Discharge Circuits&—
Quench Protection Systemé<—
Power Converters¢—
Cryogenics—>

General Emergency Stopé—>
Uninterruptible Supplies¢<—>

Magnet protection

Control System

Power
Interlock
Controllers

Radio Frequency System—
Essential Controllers—

Auxiliary Controllers—>
Warm Magnets—>

Beam Television—>

Control Room—
Collimation System—>
Experiments—>
Vacuum System—>
Access System—>

Beam Position Monitor—

Fast Magnet Current Changes—
Beam Loss Monitors (Aperture)—
A—} Beam Loss Monitors (Arc)—>
Software Interlock System—>

)I& Injection Systems<>

I

Beam W
Interlock | ¢~Beam Interlock System— | Beam
S Dumpin
yeem Access System—> Systimg
N
Timing
— Post Mortem—
System

T

Safe Machine Parameters



Beam permit

see lecture by R. Schmidt Loop signal propagation in clockwise

AT T e - and counter-clockwise directions
5L —4 5R am

6L
BIC / Dump Beam-1 and Beam-2

/ iR i YA ‘ Dumping Systems in IR6
BIC / 1 -
m ’ o 4 beam permit loops
IR6
IR4 CMS BIC -
/ % RF peam \ L& 2 permit loops / beam
ump
BIC I | ! ! BIC Beam-1 Permirt Loops
BR[ (. IR3 IR7 | ] 7L // Clockwise and Anti-Clockwise
| I 1| Momentum Betatron ||
BIC| |l I Cleaning Cleaning || | BIC
3L i \ 1 7R

IR2 IR8 // Direct link to LHC injection
ALICE gy LHC-B N :
BIC ATLAS & BIC] O\ Bt Peret Torns and SPS extraction
2R / 8L AN P

—y— = Clockwise and Anti-Clockwise

]
&

e 5\\ o e -> no beam permit
2L \ SR . . . .
~ R - no injection/extraction
Beam-1 \ —LCeC | Beam-2
from SPS '\ | from SPS
unacceptable beam dump
danger exists completed
l DETECT COMMUNICATE SYNCHRONISE ABORT l
>80 us <150 us J <90 us 90 us can reach ~3 turns — ~300 us
L N L )

Y Y Y

Plant / Sensor Beam Interlock System Beam Dump 22



How to get rid
of the beams?

* With so much energy stored
in the beams they have to
be disposed of with care.

 Aspecial area “dumps” has MSDA MSDC
been designated and
instrumented for this @E
purpose.

e All the energy can not be Beam 2
disposed of on a single
point. P

Beam 1

Q5L

Concrete

shielding \

Graphite
dump block
Nico

Zoom on the LH( . 72




LHC beam dump

A complex system, and yet it
must be ultra-highly reliable!

15 septum
magnets deflect
the beam vertically

10 kicker
magnets dilute Beam
the beam dump block

15 fast ‘kicker’
magnets deflect
the beam to the

outside

ﬁ\ ~900m ___

quadrupoles







The dump block is the only LHC element
capable of absorbing the nominal beam.

The beam is swept over dump surface to
lower the power density.

| Without the swep the beam could
drill a hole with a depth of a few
meters into the block !

Hydro-dynamic tunnelling




Beam dump synchronisation

Q The beam dump must be accurately synchronized to the beam abort gap
to avoid spreading beam across the aperture during the kicker rise-time.

Q The 3 ps long beam abort gap must be ... free of beam !

Q Possible failure modes:
o The abort gap fills with beams (RF fault, debunching, injection error),

o The kicker synchronization fails, Asynchronous
o A Kkicker fires spontaneously (not synchronized). dump failure

Abort
w
gap /

//
//

/"Batch of bunches The LHC can be filled with up to 2800 bunches

HH‘HHHHHHHHH see lecture by V. Kain .



LHC incident on September 19t 2008

Qa Last commissioning step of one out of the 8 main dipole electrical circuit in
sector 34 : ramp to 9.3kA (5.5 TeV).

Q At 8.7kA an electrical fault developed in the dipole bus bar located in the
interconnection between quadrupole Q24.R3 and the neighboring dipole.

L ater correlated to a local resistance of ~220 n{2— nominal value 0.35 nQ.

Q An electrical arc developed which punctured the helium enclosure.

Secondary arcs developed along the arc.

Around 400 MJ from a total of 600 MJ stored in the circuit were
dissipated in the cold-mass and in electrical arcs.

a Large amounts of Helium were released into the insulating vacuum.

In total 6 tons of He were released.

This incident involved magnet powering, but no beam!

Nicolas Delerue, LAL (CNRS) Zoom on the LHC 77



Qv .QV sV Qv g SV Qv. Qv

~ A A y_N y_N

Q D D D Q D D D Q D D D Q D D D Qpr
_I_\/_

] T 171 1° [T ] T 171 | 1]
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= Cold-mass
— Vacugm vessel Q Pressure wave propagates along the magnets inside the
— L . .

| C'Q.‘Z support post insulating vacuum enclosure.

| Warm Jack : .
~~ Compensator/Bellows - Rapld pressure rise .

$¢ Vacuum barrier — Self actuating relief valves could not handle the pressure.
designed for 2 kg He/s, incident ~ 20 kg/s.
— Large forces exerted on the vacuum barriers (every 2 cells).
designed for a pressure of 1.5 bar, incident ~ 8 bar.
— Several quadrupoles displaced by up to ~50 cm.
— Connections to the cryogenic line damaged in some places.
— Beam vacuum to atmospheric pressure.
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T —

The Helium pressure wave damaged ~600 m of LHC, polluting the beam vacuum
over more than 2 km.

Arcmg Iy the mterconnectlon

Magnet displacement
g T
-

53 magnets had to :
be repaired Over-pressure [
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Beam Loss Detection

* Role of a Beam Loss Monitor (BLM) system:
— Protect the machine from damage
— Dump the beam to avoid magnet quenches (for SC magnets)
— Diagnostic tool to improve the performance of the accelerator

S




Machine Protection

* Failure in protection
— loss of complete LHC is possible
Magnet damage
— months of downtime & significant cost
* Magnet quench
— hours of downtime

Stored Energy

Beam 7 TeV 2 x 362 MJ

2011 Beam 3.5 TeV  above 2 x 100 MJ

Magnets 7 TeV 10 GJ
Quench and Damage at 7 TeV
Quench level ~ 1mdJ/cm3
Damage level ~ 1 J/cm3

— June 2008

— 2 MJ beam lost at 400GeV



The LHC Machine Protection System

* Over 20,000 channels from ~250 user input connections

Safe Beam Jaw Position
— Parameter Temperature
Distribution
v Special
Safe Software | [Operator|| Vacuum Screens and RF Access | |Collimation BLMs
LHC Interlock || Buttons || System Mirrors System System System
Parameter System CCcC beam (f_RF +
observation P)
l l l l L v
wre Beam
»| Beam Beam Interlock System »| Dumping
1o : W System
T | N _,| Injection
Powering Powering Fast Magnet| | BPMs LHC | Beam loss Interlock
Interlocks Interlocks Current Experimen:s monitors
superconducting normal conducting change BLM
magnets magnets Monitor &

3 Timing System
,—T—‘ “» Post Mortem

Trigger)
Magnets Power
Converters Beam Loss Monitors | |Monitors
Monitors aperture inarcs
e’ | | | ‘ BCM limits (several
— \| (some 100) | | 1000)
Magnet protection Power AUG [|UPS| | Cryogenics
system Converters some 10000 .
(20000 channels) ~1600 channels ~4000 Beam Loss Monitors




Beam Loss Durations

Ultra-fast loss Passive Components

* LHCBLM System

— Main system to prevent magnet damage from multi-turn beam losses
— Only system to prevent magnet quench




A

Q lonization chambers are used to detect beam losses:
o Very fast reaction time ~ %2 turn (40 nus)
o Very large dynamic range (> 10°)
Q ~3600 chambers (BLMS) are distributed over the LHC
to detect beam losses and trigger a beam abort !

Q BLMs are good for almost all failures as long as they
last ~ a few turns (few 0.1 ms) or more !

JAS - MPS and operation / LHC - J. Wenninger
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BLM System Challenges

* Design Specifications
— Reliability

* tolerable failure rate 107 per hour per channel = 103 magnets
lost per year (assuming 100 dangerous losses per year)

* Implies
— Reliable components, radiation tolerant electronics

— Redundancy, voting
— Monitoring of availability and drift of channels

— Less than 2 false dumps per month (operation efficiency)
— High dynamic range 10%3
— Fast (1 turn, 89 us) trigger generation for dump signal

— Quench level determination with uncertainty of factor 2
* Extensive simulations and measurements
* Threshold values a function of loss duration and beam energy



Loss Scenarios in the LHC

Orbit bumps or combination of orbit bump & fast perturbation
— Much of the LHC controlled automatically with feedbacks

Leakage from collimation regions
— Debris reach cold magnets in dispersion suppressors

Luminosity debris
— mainly for inner triplets

Injection losses

Unidentified Falling Objects (UFOs)
— anywhere around the ring (more on this later)

lon losses
— Secondary ion beam with different charge / mass ratio
— Around experiments: Bound-free pair production at the IPs
— Around collimation regions: nuclear processes in primary collimator
— Highly localised in dispersion suppressors



Detection Principle for main LHC BLMs

Visualisation of ion chamber operation
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The LHC BLM System

— ~3600 installed

— Gas filled with many metallic electrodes & kV bias
e Length 50 cm
e Sensitive volume 1.5 litre N, gas filled at 1.1 bar
— Speed limited by ion collection time
— Dynamic range of up to 10°
e Limited by leakage current through ceramic & saturation

e Secondary emission monitor o
— ~300 installed

— Vacuum filled, few electrodes & kV bias
* Length 10 cm
* pressure < 10”7 bar

— Complements ionisation chamber
e ~70,000 times smaller gain




lonisation Chamber Response

* Sensitivity 54 uC/Gy T
* Time response I mwm e
— Electron collection 150 ns N Pl
— lon collection time 80 % at8pus ~ |
* Absolute calibration +- 30% T et e e
* Dynamic (linear range) I O O O T
— minimum current < 1 pA - S—
— maximum current 10 mA | ﬂ,x‘”“w
* Radiation tolerance b
— Gain variation: e
+ 30 kGy Ac/c <0.01 wb
* 100 MGy Ac/c <0.05 " \U FWHM..= 150 ns
— OK for 30 years of operation ||




BLM System Electronics

Linearity
— Measures currents from tens of pA to 1ImA

* Corresponding frequency from few tenths of a Hz to a few MHz
* Linearity better than 5%

1.E+07 1%

1.E+06 0%

- 1%
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Acquisition System
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_ Gigabit Optical Links — Non volatile RAM for system settings



Number of losses

Determining Thresholds via Simulations

e Particle tracking to determine most likely loss locations
— Any aperture reduction concentrates location of particle

Injection optics, 450 GeV, Horizontal Halo coll @ 5sig (error scenario)
T

impacts

— Localises losses at high beta values & reduced aperture
* Quadrupoles, where orbit deviation and beam size is largest
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Thresholds Compared to Noise Levels
* Are the thresholds safely above the noise levels?

— YES up to 5TeV but noise proportional to cable length
» Better cable installed in LS1 to allow operation up to 7TeV

— RadHard ASIC being developed for HL-LHC
* Would allow mounting front-end electronics near BLM

| Cable length analysis: 20100207 |
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Threshold Management

e Beam abort thresholds

— 12 integration intervals
e from 40us to 84s 7

— 32 energy levels S,
— Managed by family
e Each monitor will abort beam if:

— One of the 12 integration 10°
intervals is over threshold

— Internal test fails

th_l;eshold

Losses
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BLM Functionality — Collimator Verification
 BLM system used both for setting-up and qualifying

e Beam cleaning efficiencies > 99.98% ~ as designed
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Observing Fast Losses
* Dealing with Unidentified Falling Objects (UFOs)
e |n2012: ,gff,}ﬁ_*;f” L)
— 20 beam dumps due to (Un)identified Falling Objects [ <
e 14 dumps at 4TeV, 3 during ramp, 3 at 450GeV :
— ~17,000 candidate UFOs below BLM thresholds

e At6.5-7TeV
— Quench thresholds much lower hence many more dumps expected

sssss

I N |l|llllilM_|hJ_‘ﬂ_‘_I
Monitors
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Observing Fast Losses

e Diamond Detectors |
— Fast & sensitive Gk Mo
— Used in LHC to distinguish 1 ms
bunch by bunch losses f

v

...............................................
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Courtesy of E. Griesmayer
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Surprise, surprise !

CERN

Q Very fast beam loss events (~ ms) mainly in supercondcting regions
have been THE SURPRISE of LHC operation — nicknamed UFOs*.

o ~20 dumps by such UFO-type events every year (2010-2012).

d The signals are consistent with small (10’s um diameter) dust particles
‘entering’ the beam.

| UFO No. 6 BLMQI.22R3.B2E10_MQ

§ 1 o B I_I I-lolsslcl I0.l33l ([rT]IS)I T T [ 1 I L 1 T l T | JEA 1 I T 1 1 I |l T |l |
2 A ine sl P R S _
8 - |+« Peak loss 0.08 (G/s) -
T ogll Vbeamc 06(mm) | S A _
g T L| Ufospeed 0.49 (m/s)
pd = : 7]
Time eVOIUtion Of a 0.6 __ ........................................................................................................................................................ .................. —
UFO-type loss B o
0-4 __\.,.. ..‘ ................ .__
02 [ SN S S (- T
0.0 _1 P e | Tl B l T e e l P - -Ml L | L111 | L | | I T““:
1

3.0 2.5 2.0 1.5 -1.0 -0.5 0.0 0.5 0
Time [ms]

*:Unidentified Falling Object, acronym borrowed from nuclear fusion community
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CERN

O Monitoring of UFO-like loss events was
initiated. The vast majority of events lead
to losses below dump threshold.

O For LHC injection kickers UFOs could be
traced to Al oxide dust - cleaning
campaign during the long shutdown.

O There is conditioning with beam:

— The (non-dumping) UFO-rate drops from
~10/hour to ~2/hour over a year.

UFO monitoring

In the injection kickers UFOs
were traced to Al oxide particles.
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Beam induced RF heating?

. 200
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- Example of temperature increase for kicker, collimator, detector during 4 LHC fills in mid Nov 2012

- Temperature increase believed to be due to the interaction of beam induced wake fields with the
surrounding = also referred to as “RF heating”

- Temperature increase in LHC devices can cause several issues (damage, delays, dumps)

- N(ch 1er sources, ?g hgatlng of beam surrounéjmrgons%mingotron light, beam losses, electron cloud (not

addressed during th|s talk)
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Summary

The LHC is a very complex machine.

The energy stored in the LHC could destroy it
in a single turn.

Its operation must balance availability for HEP
and safety.

All known effects had been correctly
anticipated however some unexpected
phenomena were discovered.



THE JOURNEY OF A PROTON FROM
THE SOURCE TO THE LHC
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Proton Synchrotron Booster
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Extraction line from PSB to

Individual extraction lines ___Proton Synchrotron (PS)
from each ring of the PSB?" &L&g!de
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« Large thron Colllder (LHC)
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